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Abstract—Change detection is an important research area in image and video processing due to wide applications in medicine, surveillance, remote sensing, geographical information processing and in defense and security. This paper presents a real-time, distributed algorithm to detect changes in videos. The proposed algorithm may be used in many change detection applications that require real-time performance like CCTV Security Surveillance Camera Systems. In such applications fast change detection is very important. Many times, we need to search a video captured by security camera for an event with significant change. Doing it manually is very time consuming and cumbersome, a fast automatic algorithm is desired in such cases. The proposed parallel algorithm runs on a cluster and detects the significant changes in real-time. The algorithm is implemented in C using MPICH2 in Linux environment and is tested over a number of videos for correctness, accuracy and execution time. The proposed approach is also compared with existing change detection techniques and gained speedup of approximately 3.4 on cluster with 4 average machines.

Index Terms—Change detection, Distributed algorithm, Parallel algorithm, Security camera application.

I. INTRODUCTION

Change detection is the measuring the changed area in a video over time. Change detection is a very important area in computer vision and image processing due to its widespread applications. It used to determine land erosion, crops cultivated in a region and other such GIS processes. Change detection is used in video surveillance [11] to monitor the activities performed in a particular area under observation. These activities may include object detection, identification and classification [2], [3], human action analysis [4], [5], [6], [7], determining the number of vehicles on the road [8], [9], [10], [11]. Change detection is used in geographical information processing to detect the changes in a particular area of a region by comparing two time variant aerial photographs or satellite images [12], [13], [14].

Change detection may be used in security surveillance camera systems to detect the significant change in the scene. Based on this change, the system may take appropriate action like ring the alarm or call the security office. To use change detection in such real-time applications, a very fast, robust and accurate algorithm is required. Many excellent algorithms have been proposed in literature to detect change in video. These algorithm may not be as useful in security surveillance system where a real-time algorithm is required. This motivation led us to develop a parallel algorithm for change detection, that must be able to process at least 30 frames in a second so that it can be used with live camera streams.

The simplest way to detect change in two frames is by subtracting one from other and thresholding the result. This technique is too simple to handle complex cases like scene with varying illumination, subtle changes in some parts of the data etc. An extension of image differencing technique was presented in [15] that is based in super-pixel change detection. An class of algorithms computes a running mean background image and takes some detection measure like difference, variance, co-variance etc from the current frame to the mean background image. These techniques are better than simple subtraction but they too suffer from the above described problems. A pyramid based change detection approach was described in [16]. An other hierarchical approach is described in [17]. Stauffer and Grimson described an adaptive background subtraction model [18]. Another adaptive background model was proposed in [19].

Change detection in color images is a sub-area in change detection that is dedicated to background subtraction or change detection in color images, videos. Fisher described change detection techniques in RGB and HSI color models [20]. An illumination invariant change detection approach was described by Cavallaro [21]. The technique used color edge detection with image differencing to detect the change. Malik, R. et.al; used change detection in traffic applications [22]. They proposed an approach to detect and extract the road signs.

Change detection is used in many applications like detecting and tracking of human activities in indoor or outdoor. Much research is going on in this field like [23] in which a real time visual surveillance system was proposed. The technique works for infrared videos and detects the multiple people in a science, segment them and labels them to track their body parts like head, nose, feet etc. An other such system that detects multiple human and tracks them is presented by Tao Zhao et.al [24]. A Hidden Markov Model based technique for human behavior understanding was presented in [24] from live stream in a nursing environment. Keming Chen described Change detection based on adaptive Markov Random Fields in [26]. Various other methods have been developed and proposed for multiple human detection and tracking are presented like [27], [28], [29], [30]. A crowed segmentation from background image was presented in [31]. This technique is used active basis model for for change detection. A good study on change detection is described in [32], [33], [21], [34].

To the best of our knowledge, no parallel algorithm has been proposed yet for change detection except [35]. In this
paper the authors proposed a distributed algorithm for change detection in satellite images of land to determine the changes. Their algorithm takes two multispectral images. Each band is processed by a node in the parallel environment.

In this manuscript a distributed algorithm for change detection is proposed that works upon a cluster. The proposed approach is based on the classical Gaussian change detection algorithm which is implemented in multi-processor environment. The algorithm works in two steps, first, the algorithm is trained on a set of background frames and in second step, the frames tested with the background model to detect the change. In the next section, the proposed algorithm is described. In section III time complexity analysis of the proposed algorithm is presented and in section IV experimental results are presented. Section V-A compares the results with existing classical technique and measure the speedup ratio. The paper is concluded in section V.

II. PROPOSED DISTRIBUTED ALGORITHM

The proposed distributed change detection algorithm works in two phases. The first phase is computing the background model using Gaussian distribution model. In the second phase, for each pixel in a frame the probability of likelihood that this pixel belongs to the background model is computed and the pixel is classified as foreground if its value is greater than a threshold and background otherwise and this process is done in parallel way. The pixels categorized as foreground form the changed region. The following two subsection explain the algorithm in detail.

A. Computing background model

We assume that the color variation of a particular pixel in a set of frames follows the Gaussian distribution. Based on this assumption, we construct a Gaussian background model, \( \mu, \Sigma \). The model is constructed from \( K \) number of background frames. Let the \( f_i \) be the \( i^{th} \) frame in the set and the size of each frame is \( m \times n \times 3 \). Using these \( K \) background frames, the mean \( \mu \) and the covariance \( \Sigma \) are computed. The \( \mu \) is the mean of red, green and blue components of every pixel in \( K \) frames. That is,

\[
\mu = [\mu_r, \mu_g, \mu_b]^T
\]

where \( \mu_r, \mu_g \) and \( \mu_b \) mean of red, green and blue components with size \( m \times n \) and are computed as follows:

\[
\mu_r(x, y, 1) = \frac{1}{K} \sum_{i=1}^{K} f_i(x, y, 1)
\]

\[
\mu_g(x, y, 2) = \frac{1}{K} \sum_{i=1}^{K} f_i(x, y, 2)
\]

\[
\mu_b(x, y, 3) = \frac{1}{K} \sum_{i=1}^{K} f_i(x, y, 3)
\]

(1)

Here, \( f_i \) is the \( i^{th} \) frame. The size of \( \mu \) is \( m \times n \times 3 \). The covariance \( \Sigma \) for each pixel \( (x, y) \) is computed as:

\[
\Sigma_i = \begin{bmatrix}
\sigma_{(r,r)}(x, y) & \sigma_{(r,g)}(x, y) & \sigma_{(r,b)}(x, y) \\
\sigma_{(g,r)}(x, y) & \sigma_{(g,g)}(x, y) & \sigma_{(g,b)}(x, y) \\
\sigma_{(b,r)}(x, y) & \sigma_{(b,g)}(x, y) & \sigma_{(b,b)}(x, y)
\end{bmatrix}
\]

(2)

where \( \sigma \) is variance between two color components and is given by Equation [3]

\[
\begin{align*}
\sigma_{(r,r)}(x, y) &= \frac{1}{K} \sum_{i=1}^{K} ((f_i(x, y, 1) - \mu_r(x, y, 1))^2 \\
\sigma_{(r,g)}(x, y) &= \frac{1}{K} \sum_{i=1}^{K} ((f_i(x, y, 1) - \mu_r(x, y, 1))(f_i(x, y, 2) - \mu_r(x, y, 2)) \\
\sigma_{(r,b)}(x, y) &= \frac{1}{K} \sum_{i=1}^{K} ((f_i(x, y, 1) - \mu_r(x, y, 1))(f_i(x, y, 3) - \mu_r(x, y, 3))
\end{align*}
\]

(3)

The value of \( K \) is important for a good background model. It is found from the experiments that \( K > 50 \) results in a good background model. From Equation [3] you can see that a lot of computation is required. Since, this computation is done only once, it is not advantageous to parallelize this step. This completes the background modeling step. Based on \( \mu \) and \( \Sigma \), the change in each frame is detected in a parallel way, explained in the next section.

B. Change detection

After the construction of background model, the system is ready to detect the change. For each pixel \( (x, y) \) of an input frame, its likelihood \( P(x|\mu, \Sigma) \) with the background model is computed. This probability is computed with the threshold \( \tau \) and pixel \( (x, y) \) is marked as background (unchanged) pixel if its probability is greater than the threshold \( \tau \) and marked as foreground (changed) pixel otherwise. The likelihood of pixel \( x = [x_r, x_g, x_b]^T \) is computed as:

\[
P(x|\mu, \Sigma) = \frac{1}{(2\pi)^{\frac{3}{2}}|\Sigma|^\frac{1}{2}} e^{-\frac{1}{2}(x-\mu)^T(\Sigma)^{-1}(x-\mu)}
\]

(4)

To save the computations, instead of computing the likelihood, we may compute the \( (x-\mu)^T(\Sigma)^{-1}(x-\mu) \) only, called Mahalanobis distance. The operation of computing the likelihood involves the following computational steps:

- Evaluation of \( (2\pi)^{\frac{3}{2}} \). Since, there is no variable in computation, it may be evaluated at the start of the process
once.

- $\sqrt{\Sigma}$ has to be computed for each pixel as each pixel in the background model has a different value of $\Sigma$. This operation involves computing the determinant of $\Sigma(x, y)$ followed by a square root operation. Computing the determinant takes 12 multiplications and 5 addition and subtraction operation.
- $(x - \mu)^T$ is subtraction of two matrices followed by a transpose operation.
- $\Sigma^{-1}$ computes the inverse of $\Sigma$ and requires $O(p^3)$ time for a matrix of dimension $p \times p$.
- $x - \mu$ requires same cost as step 3.

This is evident that computing likelihood is a very costly operation and this computation is done for each pixel in the frame. In a live stream from camera, around 30 frames of size $m \times n$ are received in a second and this operation has to be done for each pixel. Common resolution of camera is $1280 \times 1024$, that is $1,310,720$ number of pixels in one frame and thus, the total number of pixels in frames received in one second are $39,321,600$. On the average, one likelihood computation requires around 60 operations, giving the total number of operation to be performed in one second are $2,359,296,000$ that is about 36 million operations. Performing such a huge number of complex computational operations in one second may not be feasible on a single machine in real time mode; massive parallelism is required in this case.

To achieve the real time change detection, the proposed algorithm runs on a cluster of computers. It divides each frame into a number of sub-frames and distributes the them amongst the available nodes in the cluster. Each node, then, computes the change in its received data and returns the results back to the master node. The master nodes collects the data from the nodes and saves the resultant frame. Computing the mean $\mu$ and covariance $\Sigma$ is done as a pre-processing step in serial way.

Let $k$ be the number of nodes in the cluster and $m \times n$ be the size of the frame. The cluster works in master-slave fashion. The master nodes, on receiving a frame from the camera, treats each of the $m$ rows as an element and decomposes the frame into $\frac{m}{k}$ chunks where each chunk has $k$ rows in it. The master node distributes each chunk amongst the $k$ nodes by using MPI_Scatter() call as shown in Figure 1. Each node performs computation on the received data and sends the results back to the master node which uses MPI_Gather() to gather the results received from the slaves node. This process is repeated for every chunk in the frame and result is accumulated. The code doing this process is given in Appendix.

### III. Time Complexity Analysis

The time complexity of computing the change detection in frame of size $m \times n$ in serial way takes $O(mn)$ time as there $mn$ number of pixels in the frame and computation is done for each pixel. The proposed algorithm divides the total number of pixels into $k$ buckets, each computed by a different processing node. Hence, the time it takes to detect change in a frame is is decreased by a factor of $k$ ideally, giving $O\left(\frac{mn}{k}\right)$ time complexity. Though, theoretically this bound is correct but practically the running of any parallel algorithm may not be $k$ times smaller than its serial time. This is because of the communication cost involved in the inter-node communication and the time spent in distributing the data and gather the results. The actual speed-up of the proposed algorithm over the traditional Gaussian change detection algorithm is given the next section.

### IV. Experiments and Results

The proposed parallel algorithm is implemented in C with OpenCV image processing library using MPICH2 on Linux platform. The cluster used in experiments consists of 4 machines and is named ‘beowulf’ installed at P&DC LAB at PUCIT. A number of experiments are done to evaluate the effectiveness, correctness and robustness of the algorithm and to measure the speed-up gain. The same experiments were also carried out using the standard serial Gaussian change detection approach and execution time were noted against each experiment. Each machine in the cluster is Intel(R) Core(TM)2 Dou CPU with 2.19GHz processor with 1GB of RAM.

Results of five experiments are described in this section. In the first experiment, the video has 80 number of frames and took just 1.92 seconds to complete the change detection process. The results of the detection are shown in Figure 2 (only few of the total frames are shown in these experiment).

Table 1 summarizes the experiments. The statistics shows the effectiveness and speed of the algorithm. With only 4 average

<table>
<thead>
<tr>
<th>Exp. No.</th>
<th>Frame Size</th>
<th>No. of frames</th>
<th>$T_p$</th>
<th>$\tau$</th>
<th>$\gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>640 × 480</td>
<td>80</td>
<td>1.92</td>
<td>20</td>
<td>41.57</td>
</tr>
<tr>
<td>2</td>
<td>640 × 480</td>
<td>67</td>
<td>1.65</td>
<td>45</td>
<td>40.49</td>
</tr>
<tr>
<td>3</td>
<td>640 × 480</td>
<td>43</td>
<td>1.00</td>
<td>40</td>
<td>41.74</td>
</tr>
<tr>
<td>4</td>
<td>384 × 288</td>
<td>284</td>
<td>6.49</td>
<td>21</td>
<td>40.65</td>
</tr>
<tr>
<td>5</td>
<td>392 × 296</td>
<td>34</td>
<td>1.35</td>
<td>20</td>
<td>40.15</td>
</tr>
</tbody>
</table>
TABLE II: Execution time for the given experiments using serial approach. $T_s$ is Execution Time in seconds and $\gamma$ is the frame rate achieved.

<table>
<thead>
<tr>
<th>Exp. No.</th>
<th>Frame Size</th>
<th>No. of frames</th>
<th>$T_s$</th>
<th>$\gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>640 x 480</td>
<td>80</td>
<td>6.60</td>
<td>12.12</td>
</tr>
<tr>
<td>2</td>
<td>640 x 480</td>
<td>67</td>
<td>5.71</td>
<td>11.73</td>
</tr>
<tr>
<td>3</td>
<td>640 x 480</td>
<td>43</td>
<td>3.45</td>
<td>12.46</td>
</tr>
<tr>
<td>4</td>
<td>384 x 288</td>
<td>264</td>
<td>21.31</td>
<td>12.39</td>
</tr>
<tr>
<td>5</td>
<td>392 x 296</td>
<td>54</td>
<td>4.63</td>
<td>11.66</td>
</tr>
</tbody>
</table>

TABLE III: Execution time comparison of serial and parallel algorithms.

<table>
<thead>
<tr>
<th>Exp. No.</th>
<th>$T_s$</th>
<th>$T_p$</th>
<th>Speed-up $\frac{T_s}{T_p}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6.60</td>
<td>1.92</td>
<td>3.429</td>
</tr>
<tr>
<td>2</td>
<td>5.71</td>
<td>1.65</td>
<td>3.451</td>
</tr>
<tr>
<td>3</td>
<td>3.45</td>
<td>1.03</td>
<td>3.349</td>
</tr>
<tr>
<td>4</td>
<td>21.31</td>
<td>6.49</td>
<td>3.281</td>
</tr>
<tr>
<td>5</td>
<td>4.63</td>
<td>1.35</td>
<td>3.442</td>
</tr>
</tbody>
</table>

machines, approximately 40 frames are processed per second which is enough to use it as in real time applications.

A. Speedup Comparison with Traditional Approach

The experiments reported in previous section were repeated with a single processing machine with same specifications and execution times were recorded. Table III shows the execution time with traditional change detection approach. A comparison of execution time of parallel approach and serial approach is presented in Table III. It is found from the the proposed parallel algorithm performs, on the average 3.391 times faster than serial algorithm (see Figure 7). The gain in speedup is not exactly 4 due data transmission and communication latency.

V. CONCLUSION

This paper presented a fast distributed algorithm for change detection in videos. Change detection in real time is an important task due to its vast and crucial applications in different fields of life. It is a challenging because it requires huge number of computations to done in a small amount of time on a huge data, almost 30 frames in a second. The proposed algorithm is based on Gaussian change detection approach and computes the mean and covariance matrices from a set of background frames. The master node decomposes the incoming frame into a number of sub-frames, each sent to a processing node. Using the mean and covariance, the processing node computes the change in its sub-frame and returns the results back to the master node. It is found from the experiment that the proposed algorithm performs more than 3 times faster than the traditional change detection algorithm on the cluster of 4 average computers.
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Fig. 2: Experiment 1. The left most column shows a background frame on the top and its result after change detection at the bottom. The top row from second to the right shows a sequence of input frames. The bottom row shows its corresponding resultant frames with change detected in white.

Fig. 3: Experiment 2. The left most column shows a background frame on the top and its result after change detection at the bottom. The top row from second to the right shows a sequence of input frames of a CCTV photage. The bottom row shows its corresponding resultant frames with change detected in white.

Fig. 4: Experiment 3. The left most column shows a background frame on the top and its result after change detection at the bottom. The top row from second to the right shows a sequence of input frames of a CCTV photage. The bottom row shows its corresponding resultant frames with change detected in white.

Fig. 5: Experiment 4. The left most column shows a background frame on the top and its result after change detection at the bottom. The top row from second to the right shows a sequence of input frames of a CCTV photage. The bottom row shows its corresponding resultant frames with change detected in white.
Fig. 6: Experiment 5. The left most column shows a background frame on the top and its result after change detection at the bottom. The top row from second to the right shows a sequence of input frames of a CCTV photage. The bottom row shows its corresponding resultant frames with change detected in white.


APPENDIX
SOURCE CODE OF PROPOSED ALGORITHM

int main(int argc, char* argv[])
{
    /* Initializations, training part, computing covariance and mean are not given here */

    if(rank==0){
        j=0;
        start = clock();
    }

    while(1){
        if(rank==0){
            hasFrame = 1;
            testFrame = cvQueryFrame( capture );
            if(!testFrame){
                hasFrame = 0;
            }
        }

        if(MPI_Bcast( &hasFrame, 1, MPI_INT, 0, MPI_COMM_WORLD) != MPI_SUCCESS)
            return EXIT_FAILURE;

        if(!hasFrame)
            break;

        for(i=0;i<frHeight/size;++i){
            if(rank==0){
                t = i * blockSize;
                memcpy(rawTestingRows, testFrame->imageData+t, blockSize);
            }

            if(MPI_Scatter(rawTestingRows,rowSize,MPI_CHAR,rawTestRow,rowSize,MPI_CHAR,0,MPI_COMM_WORLD)!=MPI_SUCCESS)
                return EXIT_FAILURE;

            cvSetData(aTestFrame, rawTestRow, rowSize);
            resultFrame = computeMahalaNobis(aTestFrame, m, c, inputs.threshold, inputs.outputMode, 1, frWidth,(i*size)+rank);
            memcpy(rawTestRow, resultFrame->imageData, rowSize);
            cvReleaseImage(&resultFrame);

            if(MPI_Gather(rawTestRow, rowSize, MPI_CHAR, rawTestingRows, rowSize, MPI_CHAR, 0, MPI_COMM_WORLD)!= MPI_SUCCESS)
                return EXIT_FAILURE;

            if(rank==0)
                memcpy(finalResultFrame->imageData+t, rawTestingRows, blockSize);
        }

        if(rank==0){
            ++j;
            cvWriteFrame( writer, finalResultFrame);
        }
    }

    // Compute the execution time
    if(rank==0){
        cvReleaseVideoWriter(&writer);
        end = clock();
        elapsed = (end - start) / (double)CLOCKS_PER_SEC;
        printf("computation time (seconds): %f\n", elapsed);
        printf("total number of frames tested: %d\n", j-1);
    }
}

computeMahalaNobis()
IplImage* computeMahalaNobis(IplImage* testFrame, mean** m, cov** c, float threshold, int outputMode,
                        int frHeight, int frWidth, int currentRow)
{
    IplImage* retval;
    int i,j;
    float d;
    CvScalar p;
    mean temp;
    cov temp_cov;
retval = cvCreateImage(cvSize(testFrame->width, testFrame->height), testFrame->depth, testFrame->nChannels);
for(i=0;i<frHeight;++i)
for(j=0;j<frWidth;++)
{
p = cvGet2D(testFrame, i, j);
    i+=currentRow;
    temp[0] = p.val[0]-m[i][j][0];
    temp[1] = p.val[1]-m[i][j][1];
    temp[2] = p.val[2]-m[i][j][2];
    inverseCov(c[i][j], temp_cov);
    d = mahalaNobis(temp, temp_cov);
    d = sqrt(d);
    if(!finite(d))
    else
        if(!d>threshold)
        else
            if(outputMode==0)
    }
    i-=currentRow;
    cvSet2D(retval, i, j, p);
}