Capacity Scaling of Wireless Networks with Inhomogeneous Node Density: Lower Bounds
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Abstract—We consider static ad hoc wireless networks comprising significant inhomogeneities in the node spatial distribution over the area, and analyze the scaling laws of their transport capacity as the number of nodes increases. In particular, we consider nodes placed according to a shot-noise Cox process, which allows to model the clustering behavior usually recognized in large-scale systems. For this class of networks, we propose novel scheduling and routing schemes which approach previously computed upper bounds to the per-flow throughput as the number of nodes tends to infinity.

I. INTRODUCTION AND RELATED WORK

In their seminal work, Gupta and Kumar [1] evaluated the capacity of a static ad-hoc wireless network consisting of \( n \) nodes randomly placed over a finite bi-dimensional domain and communicating among them (possibly in a multi-hop fashion) over point-to-point wireless links subject to mutual interference. They derived an upper bound\(^1\) of \( O(1/\sqrt{n}) \) to the per-node throughput, valid for arbitrary network topologies. In the case of nodes uniformly distributed over the network area, they proposed a scheme achieving \( \Theta(1/\sqrt{n \log n}) \) per-node throughput. Later on, Franceschetti at al. [2] have applied percolation theory results to show that \( \Theta(1/\sqrt{n}) \) transmission rate is achievable by the nodes also under uniform node placement.

The main finding of this paper is that, in order to approach the existing upper bound to the per-node throughput, it is necessary to employ scheduling and routing schemes which are significantly more involved than the ones proposed for networks with homogeneous node density [2].

To the best of our knowledge, only a few works have analyzed the capacity of clustered networks, especially departing from the assumption that nodes are uniformly placed over the network area. In [8], Toumpis considers a set of \( n \) nodes wishing to communicate to \( m = \Theta(n^d) \) cluster heads, and points out that the network throughput can be limited by the formation of bottlenecks at the clusters heads. Both sources and cluster heads are uniformly distributed, so the overall node density does not exhibit inhomogeneities.

The deterministic approach proposed in [9] allows to derive capacity results also for some non-uniform node distributions. In particular, the authors consider nodes distributed over \( \sqrt{n} \) lines, or clustered into \( \sqrt{n} \) neighborhoods. In both cases, a regular square tessellation of the network area can be built in such a way that no squarelet is empty w.h.p. (with high probability), while the maximum number of nodes in each squarelet increases at most as a poly-log function of \( n \). Therefore, the network does not contain significant inhomogeneities, and the resulting capacity is similar to that derived by Gupta and Kumar.

In [10] the authors consider a system which contains many circular clusters with uniform node density within them, whose centers are distributed according to a Poisson process over the network area (a Matérn cluster process). Moreover, clusters are surrounded by a sea of nodes with much lower node density. The only quantity that scales with \( n \) is the network size: below a critical network size, the per-node throughput is limited by the amount of data that a cluster can exchange with the sea of nodes, whereas above the critical size the per-node throughput is limited by the capacity of the sea of nodes. In contrast to [10], we consider a more general shot-noise Cox process, and we let the density of clusters (and the number of nodes per cluster) to scale with \( n \) as well. Moreover our scheduling and routing schemes are different. In [11] the authors present a spatial framework to upper bound the number of simultaneous transmissions in a network with general topology. However, their approach cannot be used to devise constructive schemes achieving the available per-node throughput for the class of networks considered here.

---

\(^1\)Given two functions \( f(n) \geq 0 \) and \( g(n) \geq 0 \): \( f(n) = o(g(n)) \) means \( \lim_{n \to \infty} f(n)/g(n) = 0 \); \( f(n) = O(g(n)) \) means \( \limsup_{n \to \infty} f(n)/g(n) = c < \infty \); \( f(n) = \omega(g(n)) \) is equivalent to \( g(n) = o(f(n)) \); \( f(n) = \Omega(g(n)) \) is equivalent to \( g(n) = O(f(n)) \); \( f(n) = \Theta(g(n)) \) means \( f(n) = O(g(n)) \) and \( g(n) = O(f(n)) \); at last \( f(n) \sim g(n) \) means \( \lim_{n \to \infty} f(n)/g(n) = 1 \).
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II. SYSTEM ASSUMPTIONS AND NOTATION

A. Network Topology

We consider networks composed of a random number $N$ of nodes (being $E[N] = n$) distributed over a square region $O$ of edge $L$. To avoid border effects, we consider wrap-around conditions at the network edges (i.e., the network area is assumed to be the surface of a bi-dimensional Torus). The network physical extension $L$ is allowed to scale with the average number of nodes, since this is expected to occur in many growing systems. Throughout this work we will always assume that $L = \Theta(n^{\alpha})$, with $0 \leq \alpha \leq 1/2$.

The clustering behavior of large scale systems is taken into account assuming that nodes are placed according to a shot-noise Cox process (SNCP). An SNCP can be conveniently described by the following construction. We first specify a point process $C$ of cluster centres, whose positions are denoted by $C = \{c_j\}_{j=1}^{M}$, where $M$ is a random number with average $E[M] = m$. In the literature the centre points $c_j$ are also called parent or mother points. Each centre point $c_j$ in turn generates a point process of nodes whose intensity at $\xi$ is given by $q_j k(c_j, \xi)$, where $q_j \in (0, \infty)$ and $k(c_j, \cdot)$ is a dispersion density function, also called kernel, or shot. In the literature the nodes generated by each centre are also referred to as offspring or daughter points. The overall node process $N$ is then given by the superposition of the individual processes generated by the cluster centres. The local intensity at $\xi$ of the resulting SNCP is

$$\Phi(\xi) = \sum_j q_j k(c_j, \xi).$$

Notice that $\Phi(\xi)$ is a random field, in the sense that, conditionally over all $(q_j, c_j)$, the node process $N$ is an (inhomogeneous) Poisson point process with intensity function $\Phi$. We denote by $X = \{X_i\}_{i=1}^N$ the collection of nodes positions in a given realization of the SNCP.

In this work we restrict ourselves to kernels $k(c_j, \cdot)$ which are invariant under both translation and rotation, i.e., $k(c_j, \xi) = k(\|\xi - c_j\|)$ depends only on the euclidean distance $\|\xi - c_j\|$ of point $\xi$ from the cluster centre $c_j$. Moreover we assume that $k(\|\xi - c_j\|)$ is a non-increasing, bounded and continuous function, whose integral $\int_0^\infty k(c_j, \xi) d\xi$ over the entire network area is finite and equal to 1. In practice, the kernels considered in our work can be specified by first defining a non-increasing continuous function $s(\rho)$ such that $\int_0^\infty \rho s(\rho) d\rho < \infty$ and then normalizing it over the network area $O$:

$$k(c_j, \xi) = \frac{s(\|\xi - c_j\|)}{\int_0^\infty s(\|\xi - c_j\|) d\xi}.$$

Notice that in our asymptotic analysis we can neglect the normalizing factor $\int_0^\infty s(\|\xi - c_j\|) d\xi = \Theta(1)$. Indeed, $k(c_j, \xi) = \Theta(s(\|\xi - c_j\|))$. Notice that, in order to have finite integral over increasing networks areas, functions $s(\rho)$ must be $o(\rho^{-2})$, i.e., they must have a tail that decays with the distance faster than quadratically.

Under the above assumptions on the kernel shape, quantity $q_j$ equals the average number of nodes generated by cluster centre $c_j$. We assume that all cluster centres generate on average the same number of nodes, hence $q_j = q = n/m$. In our work, we let $q$ scale with $n$ as well (clusters are expected to grow in size as the number of nodes increases). This is achieved assuming that the average number of cluster centres scales as $m = \Theta(n^{\alpha})$, with $\nu \in (0, 1]$. Consequently, the number of nodes per cluster scales as $q = \Theta(n^{1-\alpha})$.

At last we need to specify the point process $C$ of cluster centres. We consider two different models:

- **Cluster Grid Model.** Clusters centres are deterministically placed over the vertices of a square grid.
- **Cluster Random Model.** Cluster centres are randomly placed according to a Homogeneous Poisson Process (HPP) of intensity $\phi_c = m/L^2$.

The Cluster Grid Model is simpler to analyze, because the overall node process turns out to be a standard inhomogeneous Poisson Point Process whose intensity over the area can easily be evaluated, since the clusters centres $C$ are assigned. This model serves as an intermediate step towards the analysis of the more complex Cluster Random Model.

For both models, we define $d_c = L/\sqrt{m} = \Theta(n^{\alpha-\nu/2})$. This quantity represents, in the case of the Cluster Grid Model, the distance between two neighboring cluster centres on the grid; in the case of the Cluster Random Model, it is the edge of the square where the expected number of cluster centres falling in it equals to 1. We call cluster-dense regime the case $\alpha < \nu/2$, in which $d_c$ tends to zero as $n$ increases. We call cluster-sparse regime the case $\alpha > \nu/2$, in which $d_c$ tends to infinity as $n$ increases. Examples of topologies generated by our SNCP process can be found in [7].

Figure 1 shows three examples of the kind of topologies considered in this paper, in the case of $n = 10,000$ and $\alpha = 0.25$. In all three cases we have assumed $s(\rho) \sim \rho^{-2.5}$.

B. Communication Model

We assume that time is divided into slots of equal duration, and that in each slot the scheduling policy enables a set of transmitter-receiver pairs to communicate over point-to-point wireless links which are modelled as Gaussian channels of unit bandwidth. We consider point-to-point coding and decoding, hence signals received from nodes other than the (unique) transmitter are regarded as noise.

We assume that interference among simultaneous transmissions is described by the so called generalized physical model, according to which the rate achievable by node $i$ transmitting to node $j$ in a given time slot is limited to

$$R_{ij} = \log_2(1 + \text{SINR}_{ij})$$

where $\text{SINR}_{ij}$ is the signal to interference and noise ratio at receiver $j$:

$$\text{SINR}_{ij} = \frac{P_i \ell_{ij}}{N_0 + \sum_{k \in \Delta, k \neq i, j} P_k \ell_{kj}}.$$

Here, $\Delta$ is the set of nodes which are enabled to transmit in the given slot, $P_i$ is the power emitted by node $i$, $\ell_{ij}$ is the power attenuation between $i$ and $j$, and $N_0$ is the ambient noise power. In this paper we assume that all nodes employ the same power level while transmitting (i.e., $P_i = P$, $\forall i$). We remark that this assumption does not penalize the achievable throughput, as one can see by comparing our results with the upper bounds in [7], which are derived for arbitrary power assignment. We further assume that the common power level...
$P$ does not scale with $n$. The power attenuation is assumed to be a deterministic function of the distance $d_{ij}$ between $i$ and $j$, according to $\ell_{ij} = d_{ij}^{-\gamma}$, with $\gamma > 2$. One drawback of this model is that the received power (and the corresponding rate) are amplified to unrealistic levels when $d_{ij}$ tends to zero. Some authors have suggested to account for near-field propagation effect by bounding the attenuation function to $1$: $\ell_{ij} = \min\{1, d_{ij}^{-\gamma}\}$. However, any fixed bound leads to pathological throughput degradation in network regions where the node density tends to infinity, as pointed out in [13]. To avoid such problems, we simply assume that the achievable rate on any link cannot grow arbitrarily large, but is bounded by a constant $R_0$ due to the physical limitations of transmitters/receivers (maximum data speed of I/O devices, finite set of possible modulation schemes, etc). Therefore we consider the following variant of the generalized physical model:

$$R_{ij} = \min\{R_0, \log_2(1 + \text{SINR}_{ij})\}$$

while keeping $\ell_{ij} = d_{ij}^{-\gamma}$, for any $d_{ij}$.

The proposed interference model satisfies the following basic property.

**Lemma 1:** Under the assumptions that, in a given time slot, i) every transmission take places between nodes whose relative distance is not greater than $d$; ii) the set $\Delta$ of transmitters is chosen by the scheduling policy in such a way that the distance $d_{ij} = ||X_i - X_j||$ between any two transmitters $i,j$ in $\Delta$ is greater than or equal to $3d$; then the achievable rate by all concurrent transmissions during the considered slot is:

$$R(d) = \Omega(\min\{1, d^{-\gamma}\})$$

**Proof:** The proof of this lemma, omitted for the sake of brevity, follows similar ideas as in the proof of Theorem 3 in [2].

**C. Traffic Model**

Similarly to previous works [1], [2] we focus on permutation traffic patterns, i.e., traffic patterns according to which every node is source and destination of a single data flow at rate $\lambda$. Sources and destinations of data flows are randomly matched, establishing $N$ end-to-end flows in the network. Note that a permutation traffic pattern is represented by a traffic matrix of the form $\Lambda = \lambda \hat{\Lambda}$ being $\hat{\Lambda}$ a permutation matrix (i.e., a binary-valued doubly stochastic matrix). Let $B(t)$ be the network backlog, that is, the number of data units already generated by sources which have not yet been delivered to destinations at time $t$. We say that traffic $\lambda \hat{\Lambda}$ is sustainable if there exists a scheduling-routing policy such that $\limsup_{t \to \infty} B(t)/t = 0$ almost surely.

**D. Asymptotic Analysis of network capacity**

We are essentially interested in establishing how the network capacity scales with $n$ under the assumptions we have introduced above on network topology, communication model and traffic pattern. To summarize, the quantities that depend on $n$ are: i) the network physical extension $L = n^\alpha$; ii) the number of cluster centres $m = n^\nu$, and consequently the average number $q = n^{1-\nu}$ of nodes belonging to the same cluster. As the number of nodes increases, we generate a sequence of systems indexed by $n$. The per-node capacity is $\Theta(h(n))$ if, given a sequence of random permutation traffic patterns with rate $\lambda^{(n)} = h(n)$, there exist two constants $c, c'$ such that $c < c'$ and both the following properties hold:

$$\lim_{n \to \infty} \Pr\{c \lambda^{(n)} \text{ is sustainable}\} = 1$$

$$\lim_{n \to \infty} \Pr\{c' \lambda^{(n)} \text{ is sustainable}\} < 1$$

Equivalently, we say in this case that the network capacity (or maximum network throughput) is $\Theta(n h(n))$. To simplify the notation, in the following unless strictly necessary we will omit the dependence of the variables on $n$.

**III. SUMMARY OF RESULTS**

Table III summarizes the maximum achievable per-flow throughput (in order sense) under the cluster dense ($\alpha < \nu/2$) and cluster sparse ($\alpha > \nu/2$) regimes, for both Cluster Grid and Cluster Random models. The table reports the lower bounds (LB) obtained in this paper, together with the corresponding upper bounds (UB) derived in [7]. We observe that the lower bound coincides with the upper bound in the cluster dense regime. In the cluster sparse regime, upper and
lower bounds differ at most by a poly-log factor in the case of interference-limited systems (i.e., when \( R(d) = \Theta(1), \forall d \)). Notice that upper bounds miss the terms \( R(\cdot) \) since they assume arbitrary power levels (possibly scaling with \( n \)), which permit to compensate the effect of the attenuation function \( \ell \) and thus achieve a fixed rate also between nodes whose relative distance diverges when \( n \to \infty \).

**IV. PRELIMINARIES**

**Lemma 2:** Consider a set of points \( X \) distributed over a bidimensional domain \( \mathcal{O} \) of area \( L^2 \) according to a HPP of rate \( \Phi = n/L^2 \). Let \( A \) be a regular tessellation of \( \mathcal{O} \) (or any sub-region of \( \mathcal{O} \)), whose tiles \( A_k \) have a surface \( |A_k| \) non smaller than \( 16 \log n/\Phi \). Let \( U(A_k) \) be the number of points of \( X \) falling within \( A_k \). Then, uniformly over the tessellation, \( U(A_k) \) is comprised w.h.p. between \( \Phi|A_k|/2 \) and \( 2\Phi|A_k| \), i.e.,

\[
\frac{\Phi|A_k|}{2} < \mathbb{E}(U(A_k)) < 2\Phi|A_k|.
\]

The previous result can be immediately generalized to the case of Inhomogeneous Poisson Processes (IPP):

**Lemma 3:** Consider a set of points \( X \) distributed over \( \mathcal{O} \) according to a IPP having local intensity \( \Phi(\xi) \), such that \( \int_{\mathcal{O}} \Phi(\xi) d\xi = n \). Let \( A \) be any tessellation of \( \mathcal{O} \) (or any sub-region of \( \mathcal{O} \)), whose tiles \( A_k \) satisfy: \( \int_{A_k} \Phi(\xi) d\xi \geq 16 \log n \). Then uniformly over the tessellations \( U(A_k) = \Theta(\int_{A_k} \Phi(\xi) d\xi) \).

The following is a classical result on doubly stochastic matrices, known as the Birkhoff-von-Neumann (BvN) Theorem:

**Lemma 4:** (BvN Theorem) Any doubly stochastic matrix can be decomposed into a convex combination of permutation matrices.

From the BvN Theorem, it descends that every non-negative, integer-valued matrix \( A = [a_{ij}] \) can be decomposed into the sum of at most \( H \) sub-permutation matrices (i.e., binary-valued doubly sub-stochastic matrices), being \( H = \max(\sum_i a_{ij}, \sum_j a_{ij}) \) the maximum column/row sum [12].

At last we report the main result of [2], together with a brief overview of their solution which allows us to make a trivial generalization of the same result.

**Lemma 5:** Consider a set of nodes \( X \) placed according to a HPP with intensity \( \Phi = 1 \) over domain \( \mathcal{O} \) of area \( |\mathcal{O}| = n \); then a scheduling/routing scheme exists such that the per-node throughput is w.h.p. \( \Theta(1/\sqrt{n}) \) under random permutation traffic.

The scheduling/routing policy proposed in [2] exploits the formation of several horizontal and vertical paths across the network in the transition region of an underlying percolation model. Nodes along these paths form a highway system that can carry information using multiple hops of length \( \Theta(1) \). The rest of the nodes access the highway system using single hops of length \( O(\sqrt{\log n}) \). The communication strategy is then divided into four consecutive phases: in a first phase, nodes drain their information to the highway, in a second phase information is carried horizontally across the network through the highway, in a third phase it is carried vertically, and in a last phase information is delivered from the highway to the destination nodes. The system bottleneck turns out to be due to the phases in which information is carried over the highway, hence the per-node throughput is \( \Theta(1/\sqrt{n}) \).

The previous scheduling/routing strategy can be extended to the more general case in which nodes are placed over a domain \( \mathcal{O} \) of area \( |\mathcal{O}| \) according to a HPP of rate \( \Phi = n/|\mathcal{O}| \). Employing the same communication strategy as in [2], all distances covered by transmissions are scaled by a factor \( 1/\sqrt{\Phi} \).

When \( \Phi = \Omega(1) \), the length of the hops along the highway system becomes \( o(1) \) (the distance between transmitters and receivers on the highway is \( \Theta(1/\sqrt{\Phi}) \)); the achievable rate on each hop along the highway remains \( \Theta(1) \) (see Lemma 1), hence the per-node throughput is still \( \Theta(1/\sqrt{n}) \).

When \( \Phi = o(1), \) instead, the distances covered by transmissions along the highway become \( \omega(1) \), and the corresponding rate over each hop degrades to \( R(1/\sqrt{\Phi}) < 1 \) for effect of the noise power at the receiver (see again Lemma 1). As a result the per-node throughput reduces to \( \Theta(1/\sqrt{n} R(1/\sqrt{\Phi})) \).

**V.ASYMPTOTIC ANALYSIS OF THE LOCAL INTENSITY**

Recall that, under both the Cluster Grid and the Cluster Random models, the local intensity of nodes at point \( \xi \) can be written as \( \Phi(\xi) = \sum \phi(k, \xi) \). For both models, we define the following two quantities: \( \Phi = \sup_{\mathcal{O}} \Phi(\xi) \) and \( \Phi = \inf_{\mathcal{O}} \Phi(\xi) \).

Under the Cluster Grid model, cluster centres are regularly placed in a deterministic fashion, hence \( \Phi \) and \( \Phi \) are two deterministic values depending only on system parameters. It is of immediate verification that, whenever \( d_c = \Omega(1) \), we have \( \Phi = \Theta(\Phi) = \Theta(n/L^2) \). When \( d_c = o(1), \) \( \Phi = o(\Phi), \) being \( \Phi = \Theta(g s(d_c)) \) and \( \Phi = \Theta(g) \).

Under the Cluster Random model the computation of \( \Phi \) and \( \Phi \) is complicated by the fact that the local intensity of nodes \( \Phi(\xi) \) is a random variable that depends on the cluster centres’ positions \( C \). The following theorem characterizes the extreme values of the local intensity as function of \( d_c = L/\sqrt{m} \).

**Theorem 1:** Consider nodes distributed according to a Cluster Random model. Let \( \eta(m) = \frac{d_c \log m}{L^2} \). If \( \eta(m) = o(1) \), then it is possible to find two positive constants \( g, G \) with \( g < G \) such that \( \forall \xi \in \mathcal{O} \)

\[
g \frac{n}{L^2} < \Phi(\xi) < G \frac{n}{L^2} \quad \text{w.h.p.} \tag{1}
\]

which means that \( \Phi = \Theta(\Phi) \). More in general,
when \( \eta(m) = \Omega(1) \) it results \( \Phi = O(q \log m) \) and \( \Phi = \Omega(q \log m \, s(d_c \sqrt{\log m})) \).

**Proof:** The proof of this theorem is reported in [7].

The above results show that, for both Cluster Grid and Cluster Random models, \( \Phi = \Theta(\Phi) \) in the cluster-dense regime \((\alpha < \nu/2)\), whereas \( \Phi = o(\Phi) \) in the cluster-sparse regime \((\alpha > \nu/2)\). In Section VI we analyze the case \( \Phi = \Theta(\Phi) \) under both Cluster Grid and Cluster Random models. In Section VII we study the case \( \Phi = o(\Phi) \), separately considering the Cluster Grid and the Cluster Random models.

VI. ANALYSIS OF THE CLUSTER-DENSE REGIME

The scheduling/routing strategies we propose are based on the idea of extracting a subset of nodes forming an infrastructure through which data can be transported across the network. This subset of nodes is distributed on the area according to an HPP. The rest of nodes communicate with the infrastructure using single-hop transmissions.

**Lemma 6:** If nodes \( X = \{X\}_1^N \) are placed either according to a Cluster Grid model or to a Cluster Random model and \( \Phi = \Theta(\Phi) \) (cluster-dense regime), then a subset of nodes \( Z \subseteq X \) can be found with probability 1, such that: i) \( Z \) forms a HPP; ii) \( |Z| = \Theta(n) \); iii) given a tessellation \( T \) of \( Z \) with tiles \( T_j \) of area \( |T_j| = \Omega(L^2 \log n/n) \), then, uniformly over the tessellation, the number of points \( X \) falling in each tile is \( \Theta(L^2/|T_j|) \).

**Proof:** Applying the thinning strategy described in Appendix A, we can extract from \( X \) a subset \( Z \) forming a HPP with intensity \( \Phi \); the average number of points belonging to \( Z \) is \( \Phi L^2 = \Theta(n) \). Similarly, \( X \) can be completed to a HPP \( W \) of intensity \( \Phi \), by adding to \( X \) some extra points; the average number of points belonging to \( W \) is \( \Phi L^2 = \Theta(n) \). From Lemma 2, setting \( |T_j| \) non smaller than \( 16 \log n \), we have that, uniformly over the tessellation, both the number of points of \( Z \) and the number of points of \( W \) in each tile are \( \Theta(L^2/|T_j|) \). The same is true also for points belonging to \( X \), since \( Z \subseteq X \subseteq W \).

**Theorem 2:** Under the assumptions of Lemma 6, there exists a scheduling/routing scheme \( P \) achieving per-node throughput \( \Theta(1/\sqrt{n}) \) as \( n \to \infty \).

**Proof:** The proposed communication strategy is a generalization of the scheme introduced in [2]. Nodes in \( Z \) form the infrastructure carrying the traffic across the network area. Nodes in \( Y = X - Z \) send/receive data from the infrastructure by single-hop communications with a close-by node belonging to \( Z \).

More in details, we partition \( O \) into squarelets of area \( A = \Theta(\log n/\Phi) \), with \( A > 16 \log n/\Phi \), in which, according to Lemma 2, there are at least \( \lfloor A/\Phi \rfloor \) nodes belonging to \( Z \). Recalling Lemma 6, the number of points \( W \) in each squarelet is upper-bounded by \( 2A \Phi \). Since, by construction, \( Y \subseteq X \subseteq W \), any upper bound on the number of points \( W \) can be regarded as an upper bound on the number of points \( Y \). We uniformly partition the nodes of \( Y \) falling in each squarelet into \( \lfloor A/\Phi \rfloor \) groups, assigning each group to a different node of \( Z \) belonging to the same squarelet. By construction, each group contains at most \( \lceil 4\Phi/\Phi \rceil = \Theta(1) \) nodes.

Time is divided into regular frames, each one comprising three phases of equal duration. During the first phase, nodes in \( Y \) directly transmit to the node of \( Z \) assigned to the group they belong to. Lying both transmitter and receiver in the same squarelet, their relative distance \( d_T \) is upper bounded by the diagonal of the squarelet: \( d_T \leq \sqrt{2A} \), being \( \sqrt{A} = \Theta(L/\sqrt{\log n/n}) \).

Due to conditions of Lemma 1, transmissions occurring within the same squarelet, as well as transmissions occurring in squarelets containing points closer than \( 3\sqrt{2A} \), are to be orthogonalized over time. To do this, the squarelets are partitioned into a finite number of subsets, each subset comprising regularly spaced, weakly-interfering squarelets. At any time only one subset of squarelets is activated, and at most one transmission is enabled in each activated squarelet (this approach to limit interference among concurrent transmissions is pretty standard in related work, see for example Theorem 3 in [2]). Applying Lemma 1, each enabled transmission can achieve a rate \( \Omega(R(d_T)) \). However, we have to consider the fact that in each squarelet there are \( \Omega(\log n) \) competing nodes belonging to \( Y \). Since the fraction of time in which each of them can transmit scales as \( \Omega(1/\log n) \), the achievable rate by each node of \( Y \) is \( \Omega(R(d_T)/\log n) \).

During the second phase, data are transported by the infrastructure provided by nodes \( Z \), either up to their final destination (if it belongs to \( Z \)), or to the node \( Z \) assigned to the group of the destination. For the analysis of the second phase, we just apply the result of [2], adopting their scheduling/routing technique (notice that the scheme in [2] is itself divided into 4 sub-phases, see Lemma 5).

The only difference with respect to the assumptions of [2], relies on the fact in [2] a random permutation traffic pattern is assumed, in which each node is origin and destination of a single end-to-end flow established with a randomly selected destination. In our case, instead, during the second phase every node of \( Z \) pulls/pushes into/from the network infrastructure data belonging to (at most) \( \lceil 4\Phi/\Phi \rceil + 1 \) end-to-end flows. However, thanks to the BvN Theorem (see Lemma 4), we can decompose our traffic pattern into (at most) \( \lceil 4\Phi/\Phi \rceil + 1 \) permutation traffic patterns, and devote to each of them a finite fraction of the system bandwidth. Hence the result in [2] can be applied also to our case: the infrastructure \( Z \) can transport the traffic injected by nodes in \( Y \), as long as every end-to-end flow has rate \( \Theta(1/\sqrt{n}) \).

In the third phase, data are delivered from nodes in \( Z \) to their final destinations belonging to \( Y \), through single-hop transmissions. The analysis of this phase is identical to that of the first phase, exchanging the role of transmitters and receivers.

Since \( R(d_T)/\log n = \omega(1/\sqrt{n}) \), the second phase acts as the system bottleneck, and the per-node throughput is \( \Theta(1/\sqrt{n}) \).

VII. ANALYSIS OF THE THE CLUSTER-SPARSE REGIME

Recall that condition \( \Phi = o(\Phi) \) is verified only when \( d_c = n^{\alpha - \nu/2} = \omega(1) \) in the case of the Cluster Grid model, or \( d_c = n^{\alpha - \nu/2} = \Omega(1) \) in the case of the Cluster Random model. In this section we restrict our attention to the...
sparse regime (i.e., $\alpha > \nu / 2^2$). Note that condition $\alpha > \nu / 2$ can occur only when $m = o(n)$ (i.e., $\nu < 1$).

We distinguish two sub-cases: $\Phi = \omega(1/d_k^2)$ and $\Phi = O(1/d_k^2)$, which are treated separately in Sections VII-A and VII-B, respectively.

A. The cluster-sparse regime with $\Phi = \omega(1/d_k^2)$

Our approach is still based on the idea of extracting a subset $Z$ of nodes distributed according to a HPP of intensity $\Phi$, forming the infrastructure carrying data across the network. Since $|Z| = o(n)$, we expect a throughput degradation with respect to the case $\Phi = \Theta(1)$, in which $|Z| = \Theta(n)$.

In principle, the rest of nodes could still access the above infrastructure through direct transmission, similarly to policy $\mathcal{P}$. However, it turns out that this strategy is not always convenient, and can actually result in severe throughput degradation. This because in highly populated areas the density of nodes $Z$ is negligible as compared to the density of nodes $X$. Hence the number of nodes $Y = X - Z$ that would compete for transmission to the same node of $Z$ can be very large (the number of competing nodes is $\Theta(\Phi/d_k)$), shifting the system bottleneck to the access phase (phase one), when:

$$\frac{\Phi R \sqrt{\frac{\log n}{\Phi^2}}}{n} = o\left(\frac{L \sqrt{\Phi}}{n} R(1/\sqrt{\Phi})\right)$$

In this case, before accessing the infrastructure provided by $Z$, data originated by densely populated area needs to be spread out evenly on the network area. This is accomplished gradually, by covering highly dense areas of $\mathcal{O}$ with a hierarchy of intermediate, local transport infrastructures. Moving towards regions with higher and higher density, the area of such intermediate, local transport infrastructures. Moving towards regions with higher and higher density, the area of such infrastructures is reduced, while keeping their transport capacity approximately the same. Intermediate infrastructures allows to reduce the distance covered by transmissions in highly populated regions, while at the same time to efficiently balance the traffic towards the nodes of the main infrastructure.

We start describing our solution for the Cluster Grid model, which is simpler to analyze, and later generalize our approach to the Cluster Random model. For the sake of simplicity and brevity, we assume that $\Phi = \Omega(\log n/d_k^2)$, instead of $\Phi = \omega(1/d_k^2)$. However we remark that our results can be extended to the case $\Phi = o(\log n/d_k^2)$ by slightly modifying the adopted scheduling policy.

1) Cluster Grid Model: We build a sequence of nested domains $\mathcal{O}_k$ (for $0 \leq k < K_{max} = \lceil \log_d(\Phi/\Phi) \rceil$) according to the following definition: $\mathcal{O}_k = \{x \in \mathcal{O} : \Phi(x) \geq 2^k \Phi = \lambda_k\}$.

We leave for future investigations the analysis of the limit case $d_k = \Theta(1)$ for the Cluster Random model.

$\Phi = 4754$

$\Phi = \Theta(1)$

Layer-$k$ infrastructure domain

Layer-$k$ isle around $c$

Area of isles

Nodes within $\mathcal{O}_k$

Nodes within $\mathcal{O}_k$ forming the layer-$k$ infrastructure

Nodes within $\mathcal{O}_k - \mathcal{O}_{k+1}$ not belonging to $\mathcal{Z}_k$

Spatial density of nodes $\mathcal{Z}_k$ within $\mathcal{O}_k$

**TABLE II**

**SUMMARY OF NOTATION**

\begin{tabular}{|c|l|}
\hline
Symbol & Definition \\
\hline
$\mathcal{O}_k$ & Layer-$k$ infrastructure domain \\
$\mathcal{I}_k$ & Layer-$k$ isle around $c$ \\
$A_k$ & Area of isles $\mathcal{I}_k$ \\
$X_k$ & Nodes within $\mathcal{O}_k$ \\
$\mathcal{Z}_k$ & Nodes within $\mathcal{O}_k$ forming the layer-$k$ infrastructure \\
$Y_k$ & Nodes within $\mathcal{O}_k - \mathcal{O}_{k+1}$ not belonging to $\mathcal{Z}_k$ \\
$\lambda_k$ & Spatial density of nodes $\mathcal{Z}_k$ within $\mathcal{O}_k$ \\
\hline
\end{tabular}

Note that, by construction, $\mathcal{O}_{k+1} \subset \mathcal{O}_k$, and $\mathcal{O}_0 = \mathcal{O}$. Moreover, while $\mathcal{O}_0 = \mathcal{O}$ is by definition connected, domains $\mathcal{O}_k$ for $k \geq 1$ are in general disconnected, being composed of $m$ isolated domains $\mathcal{I}_k$, hereinafter called isles, of area $A_k$, surrounding each cluster centre.\footnote{We can formally define domain $\mathcal{I}_k^c$ for any $k \geq 0$ and $c$, as the set of points of $\mathcal{O}_k$ whose closest cluster centre is $c$. According to this formal definition $A_0 = L^2/m$.} $\mathcal{O}_k = \cup \mathcal{I}_k$. We call pyramid the set of isles $\mathcal{I}_k^c$ surrounding the same cluster centre $c$. Figure 2 shows an example of this construction, for the topology in Figure 1(b), characterized by $\Phi = 19$, $\Phi = 4754$, $K_{max} = 7$. Notice that isles $\mathcal{I}_k$, $k \geq 1$ have approximately a circular shape.

We define by $\mathbf{X}_k$ the restriction of $\mathbf{X}$ on $\mathcal{O}_k$; i.e., $\mathbf{X}_k$ comprises all points of $\mathbf{X}$ lying in $\mathcal{O}_k$. Applying the standard thinning procedure described in Appendix A to each domain $\mathcal{O}_k$, a set of nodes $\mathbf{Z}_k \subseteq \mathbf{X}_k$ can be found such that: i) $\mathbf{Z}_k$ is a HPP of intensity $\lambda_k$ on $\mathcal{O}_k$; ii) any node belonging to $\mathbf{Z}_{k-1}$ and to $\mathbf{X}_k$ also belongs to $\mathbf{Z}_k$, for $k \geq 1$. Let $Y_k = \mathbf{X}_k - (\mathbf{X}_{k+1} \cup \mathbf{Z}_k)$, i.e., $Y_k$ comprises those points of $\mathbf{X}_k$ lying in $\mathcal{O}_k - \mathcal{O}_{k+1}$ which do not belong to $\mathcal{Z}_k$. Table II summarizes the notation.

Consider the following scheduling-routing scheme according to which time is partitioned into frames, each frame comprising $K_{max} + 1$ descending phases 0, 1, $\ldots$, $K_{max}$ followed by $K_{max} + 1$ ascending phases 0, 1, $\ldots$, $K_{max}$. Each phase is in turn partitioned into two periods.

Within descending phase $K_{max} - k$ (here index $k$ runs from $K_{max}$ down to 0), during the first period all nodes in $Y_k$ are allowed to transmit their data to a close node in $\mathbf{Z}_k$ within the same pyramid, balancing the traffic among the candidate receivers. During the second period of the descending phase, nodes in $\mathbf{Z}_k$ transmit to: i) randomly selected nodes lying within the same pyramid, and belonging to $\mathbf{Z}_k \cap \mathbf{Z}_{k-1}$, when $k > 0$; ii) randomly selected nodes belonging to $\mathbf{Z}_0 \cap \mathbf{Z}_1$, when $k = 0$.

Fig. 2. Example of construction of nested domains $\mathcal{O}_k$ for the Cluster Grid topology of Figure 1(b).
Nodes $Z_k$ transmit data gathered in the previous phase (if $k < K_{\max}$), data gathered during the first period of the current phase, and their own data, again balancing the traffic among the feasible receivers. The data transport is achieved exploiting the scheme described in [2], on the infrastructure provided by $Z_k$. Figure 3 illustrates the two periods of descending phase $K_{\max} - k$.

In ascending phase $k < K_{\max}$, within the first period data directed to destinations in $X_k - X_{k+1}$ (i.e., lying in $O_k$ but not in $O_{k+1}$) are transmitted exploiting the scheme in [2] on the infrastructure provided by $Z_k$, either directly to their destination (whenever the destination belongs to $Z_k$) or to a close node in $Z_k$, while at the same time, data directed to nodes lying within $O_{k+1}$ are routed to nodes of $Z_k \cap Z_{k+1}$ lying within the same pyramid of the destination. During the second period of ascending phases $k \leq K_{\max}$, data directed to nodes in $Y_k$ are delivered to their final destination through single-hop transmissions.

**Theorem 3**: Under the assumption that $\lambda_k A_k = \Omega(\alpha^k \lambda_0 A_0)$, for some $\alpha > 1$, the above described scheduling/routing scheme $P_1$ for the Cluster Grid model sustains a per-node throughput $\Theta(L \sqrt{\Phi/n} \cdot R(d_0))$, with $d_0 = 1/\sqrt{\Phi}$.

**Proof**: Consider descending phase $K_{\max} - k$, with $0 \leq k \leq K_{\max}$. We fix the duration of this phase to $1/\sqrt{\alpha^k}$, and suppose that the two periods within the same phase are of equal duration. Notice that, being $\alpha > 1$, the total duration of all of the descending phases is bounded, although their number tends to infinity.

We start looking at the first period of this phase, in which nodes in $Y_k$ are allowed to transmit to nodes in $Z_k$ lying in the same pyramid. We apply Lemma 3 to the network region $O_k - O_{k+1}$ (if $k < K_{\max}$, otherwise we take domain $O_{K_{\max}}$), partitioning it into tiles $T^k$ having surface\(^4\) $|T^k| = \Theta(\log n/\lambda_0)$. Uniformly over the tiles, the number of points of $Y_k$ falling in each tile is $O(\log n)$, whereas the number of points of $Z_k$ in each tile is $\Omega(\log n)$ (actually, there are $\Theta(\log n)$ nodes of either sets in each tile). Hence we can apply the same approach already employed in the case $\Phi = \Theta(\Phi)$, assigning nodes $Z_k$ to nodes $Y_k$ residing within the same tile in such a way that the number of nodes $Y_k$ associated to the same node $Z_k$ is uniformly bounded by a constant. Also in this case, highly interfering transmissions are orthogonalized over time to meet conditions of Lemma 1: we adopt the same scheme used in the case $\Phi = \Theta(\Phi)$, partitioning tiles into a finite number of subsets, each comprising mutually weakly interfering tiles. Since the number of conflicting transmitters per tile is $O(\log n)$, the fraction of time devoted to each transmitter is $\Omega(1/(2\sqrt{\alpha^k}\log n))$ and consequently the achievable rate by every node in $Y_k$ is $\Omega((R(d_0^k))/(2\sqrt{\alpha^k}\log n))$, being $d_0^k = \sqrt{|T^k|}$.

In the second period, for $k > 0$, data are transported within isles $I^k$ by nodes $Z_k$, adopting again the scheme of [2]. We observe that, by construction, in each isle $I^k$ the amount of data to be transferred is that generated by nodes lying within the same isle. The number of nodes belonging to the infrastructure covering $I^k$ is $z^k = \Theta(\lambda_k A_k)$ (note that we are assuming that $\lambda_k A_k = \Omega(\alpha^k \lambda_0 A_0)$ being $\lambda_0 A_0 = \Omega(\log n)$).

The total number of nodes $n^k$ lying within $I^k$ can be upper bounded as $n^k = O(n/m)$ (note that $n/m = \omega(\log n)$, as $\nu < 1$).

Since the capacity of the infrastructure covering $I^k$ is $\sqrt{z^k} R(d_0)$, with $d_0 = 1/\sqrt{\alpha^k}$ (see Lemma 5), and considering that such infrastructure is used only for a fraction of time equal to $1/(2\sqrt{\alpha^k})$, the aggregate data rate that can be sustained by the level-$k$ infrastructure covering $I^k$ is $\Omega(\sqrt{z^k} R(d_0)) = \Omega(\sqrt{\lambda_k A_k} R(d_0))$. Thus, every node $Z_k$ is allowed to exchange with level-$k$ infrastructure a data rate which is $\Omega(\sqrt{\lambda_k A_k} R(d_0))$. Considering that, by construction, every node of $Z_k$ is pushing/pulling into level-$k$ infrastructure the aggregate data of $O(n_k/\sqrt{z_k})$ end-to-end flows, the achievable per-flow throughput by level-$k$ infrastructure is $\Omega(\sqrt{\lambda_k A_k} R(d_0))$ (to formally prove this result, we can resort to the trick of decomposing the traffic pattern into (sub-)permutation traffic patterns).

When considering descending phase $K_{\max} (k = 0)$, using similar arguments, it turns out that the achievable per-flow throughput by the ground infrastructure (level-0) is $\Omega(L \sqrt{\Phi/n} R(d_0))$, with $d_0 = 1/\sqrt{\Phi}$.

Turning our attention to ascending phase $k$, we fix the duration of this phase to $1/\sqrt{\alpha^k}$, and further assume that the two periods within the same phase are of equal duration. Then ascending phase $k$ can be mapped to descending phase $K_{\max} - k$ by reversing the time; i.e., observing the data transmission process backward. As a consequence the maximum throughput sustainable in ascending phase $k$ equals the throughput sustainable in descending phase $K_{\max} - k$.

We conclude that the maximum per-flow throughput sustainable by the whole system is given by the minimum among the per-flow throughput sustainable in every period of the frame. It turns out that the system bottleneck is again due to the capacity of the ground infrastructure, i.e., $\lambda = \Theta(L \sqrt{\Phi/n} R(d_0))$, with

\[ \Phi = \Theta(L \sqrt{\Phi/n} R(d_0)) \]
This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the IEEE INFOCOM 2009 proceedings.

Fig. 4. Example of construction of nested domains \( \mathcal{O}_k \) for the Cluster Random topology of Figure 1(c).

\[ d_0 = \frac{1}{\sqrt{\Phi}}. \]

As final remark, we observe that the assumption \( \lambda_k A_k = \Omega(\alpha^k \lambda_0 A_0) \) for some \( \alpha > 1 \), is not restrictive. This property, indeed, can easily be verified to be equivalent to the condition that \( s(\rho) \) decreases asymptotically to zero faster than \( 1/\rho^{2+\epsilon} \), for some \( \epsilon > 0 \).

2) Cluster Random model: Recall that (Theorem 1), in the cluster-sparse regime of the Cluster Random model, we have w.h.p. \( \Phi = O(q \log m) \) and \( \Phi = \Omega(q \log m s(d, \sqrt{\log m})) \).

Moreover, using exactly the same arguments of Theorem 1, we can strengthen the upper bound on the local density at point \( \xi \), provided that we know the distance between point \( \xi \) and the closest cluster centre, \( d_{\min}(\xi) = \min_j ||\xi - c_j||. \) Then \( \Phi(\xi) = O(q s(d_{\min}(\xi)) \log n) \).

We employ a scheduling/routing scheme similar to the one devised for the Grid Random model. The main difference lies in the fact that, in the Cluster Random model, we have to deal with the irregular geometry induced by the random locations of the cluster centres.

We define domains \( \mathcal{O}_k \), for \( k \geq 1 \), as follows: \( \mathcal{O}_k = \{ \xi \in \mathcal{O} : d_{\min}(\xi) \leq d_k = s^{-1}(2^{k-1} \lambda_1) \} \), with \( \lambda_1 = q s(e_c) \), being \( \epsilon \) a small positive constant (again, conventionally, \( \mathcal{O}_0 = \mathcal{O} \)). Note that the definition of \( \mathcal{O}_k \) slightly differs from that introduced for the Cluster Grid model.

Domains \( \mathcal{O}_k \) are, in general, composed of many disjoint regions which are no longer associated through a one-to-one mapping to cluster centres \( c_j \). Indeed, several cluster centres can now fall within the same connected region (see Figure 4). Nevertheless, we will still denote by \( I_k \) the \( k \)-th region to which cluster centre \( c_j \) belongs to. Since domain \( \mathcal{O}_k \) comprises all points whose distance from the closest cluster centre is smaller than threshold \( d_k \), regions \( I_k \) are associated to the connected components of the standard Gilbert’s model of continuum percolation [15] with ball radius \( d_k \).

The largest \( d_k \) is \( d_1 = e_c \). Choosing \( \epsilon \) sufficiently small, in such a way that the associated Gilbert’s model is below the percolation threshold (we need \( \epsilon < \epsilon^* \), where \( \epsilon^* \approx 0.6 \), [16]), we have the property that the maximum number of clusters centres belonging to the same region \( I_k \) is \( O(\log n) \) w.h.p. [17]. Since by construction \( \mathcal{O}_{k+1} \subset \mathcal{O}_k \), the same property holds for all \( k > 1 \). It follows that, in terms of physical extension, the area of region \( I_k \) lies w.h.p. in the interval \( \pi(s^{-1}(2^{k-1} \lambda_1))^2 \leq |I_k| \leq \pi(s^{-1}((2^{k-1} \lambda_1))^2 \log n) \).

In addition, by construction the density of nodes within \( O_k \) is lower bounded by \( \lambda_k = 2^{k-1} q s(c,d) \), for \( k \geq 1 \). Hence, it is possible to define for every \( 0 \leq k \leq K_{\max} \) (with \( K_{\max} = \lfloor \log_2 \frac{\Phi(0)}{\lambda_1} \rfloor \)) a set of points \( Z_k \) forming w.h.p. an HPP with intensity \( \lambda_k \) on \( O_k \) (in the case of \( k = 0 \), \( O_0 = \mathcal{O} \) and \( \lambda_0 = \Phi \)).

Then we can apply the same scheme defined for the Clustered Grid model. The restriction of \( Z_k \) to each \( I_k \) corresponds to a level-k regional infrastructure covering \( I_k \), whose aggregate capacity is \( \sqrt{\lambda_k|I_k|} R(1/\sqrt{\lambda_k}) \); such capacity is exploited during descending phase \( K_{\max} - k \) (ascending phase \( k \)) to transport the information originated from (destined to) nodes lying on \( I_k \). Using the same arguments employed for the Cluster Grid model, we can prove that:

**Theorem 4:** Whenever \( s(\rho) \) decreases faster than \( 1/\rho^{2+\epsilon^*} \), for some \( \epsilon^* > 0 \), the above described scheduling/routing scheme \( \mathcal{P}_2 \) for the Cluster Random model sustains a per-node throughput \( \Theta(L \sqrt{\Phi}/n \cdot R(\lambda_0)) \), with \( d_0 = 1/\sqrt{\Phi} \).

B. The cluster-sparse regime with \( \Phi = O(1/d^2) \)

When the minimal node density \( \Phi \) drops below \( 1/d^2 \) (in order sense) the approach of Section VII-A becomes suboptimal, because the ground level infrastructure provided by nodes \( Z_0 \) (which determines the final network capacity) can be too sparse, especially when \( s(\rho) \) has a fast-decaying tail.

In this case, considering first the Cluster Random model, a more dense set of nodes acting as ground-level infrastructure can be obtained by selecting one node per cluster; for example, according to an algorithm that selects for each cluster the closest node to the cluster centre. It is of immediate verification that the obtained set of nodes \( Z_0 \) forms a HPP, in light of the fact that: i) their number is distributed as a Poisson random variable with average \( m \); ii) the positions of points \( Z_0 \) are independent (since they belong to different clusters having independently located centres); iii) the marginal distribution of every point in \( Z_0 \) is uniform over \( O \) since cluster centres are uniformly distributed over \( O \). Note that, by construction, the density \( \lambda_0 \) of \( Z_0 \) is: \( \lambda_0^* = m/L = 1/d^2 = \omega(\Phi) \).

Then, defining domains \( \mathcal{O}_k \) for \( k \geq 1 \) according to: \( \mathcal{O}_k = \{ \xi \in \mathcal{O} : d_{\min}(\xi) \leq s^{-1}(2^{k-1} \lambda_0) \} \), a simple variant of the scheme proposed in Section VII-A2 permits to achieve higher throughput. We obtain the result:

**Theorem 5:** Whenever \( s(\rho) \) decreases faster than \( 1/\rho^{2+\epsilon^*} \), for some \( \epsilon^* > 0 \), a scheduling/routing scheme \( \mathcal{P}_3 \) can be defined which sustains a per-node throughput \( \lambda = \Theta\left(\frac{1}{d_0^2/n} R(d_c)\right) = \Theta(\sqrt{\Phi}/n R(d_c)) \).

Turning our attention to the Cluster Grid model, by selecting one node per cluster according to the same algorithm proposed for the Cluster Random model, it is still possible to obtain a set \( Z_0 \) of nodes providing a better ground-level infrastructure. In this case the set \( Z_0 \) does not form a HPP. This fact, however, does not penalize the system performance, since nodes in \( Z_0 \) are almost regularly spaced (indeed, using standard concentration results it can be easily shown that, w.h.p.,
uniformly over the clusters, the distance between the selected node belonging to cluster $j$ and the cluster centre $c_j$ is $o(d_j))$. As a consequence, standard results [1], [9] can be invoked to conclude that $Z_0$ provides an infrastructure of capacity $\Theta(1/\sqrt{n})$. Hence we obtain the same per-node throughput as in Theorem 5.

VIII. CONCLUSIONS

In this paper, we have derived constructive lower bounds to the asymptotic capacity of static ad-hoc networks in which nodes are placed according to a Shot Noise Cox Process (SNCP). Such processes provide a fairly general model to capture the clustering behavior usually found in realistic large-scale systems. The presented lower bounds differ at most by a poly-log factor from existing upper bounds, under the assumption that the system throughput is limited by interference among concurrent transmissions. Our study has revealed the emergence of two regimes: the cluster dense regime, where an optimal $\Theta(1/\sqrt{n})$ per-node throughput is achieved, and the cluster sparse regime, where the per-node throughput degrades due to large inhomogeneities in the node spatial distribution. In the latter regime we have shown that the system throughput is intrinsically related to the minimum node density within the network area.
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APPENDIX A

THINNING OF INHOMOGENEOUS POINT PROCESS

First let us consider a set $X = \{X\}_1^N$ of points distributed over a compact domain $O$ according to an inhomogeneous Poisson process of intensity $\Phi(\xi)$. Let $\Phi$ be $\inf_{\xi \in O} \Phi(\xi)$. We need to show that for any $\Phi < \Phi$ a thinning procedure can be defined to extract a subset of points $Z \subseteq X$ forming a homogeneous Poisson process of rate $\Phi$.

The thinning procedure works as follows: for each realization of $X = \{X\}_1^N$, consider each node, and mark it with probability $g(\xi) = \Phi(\xi)/\Phi(\xi)$, where $\xi$ is the position of the node. The set of marked points form a Homogeneous Poisson Process with the desired intensity.

Indeed consider a domain $A \subseteq O$. Let $U(A)$ be the random variable denoting the number of points of $X$ falling within $A$ and let $\hat{U}(A)$ be the random variable denoting the number of points of $Z$ falling within $A$.

Since, given the event $\{U(A) = i\}$, the $i$ points of $X$ falling in $A$ are independently distributed over $A$ according to the distribution $\int_A \Phi(\xi) d\xi$, it turns out that:

$$\Pr\{\hat{U}(A) = k \mid N(A) = i\} = \left(\frac{i}{k}\right) \left(\int_A \Phi(\xi) d\xi\right) \times \left(1 - \int_A \Phi(\xi) d\xi\right)^{i-k} = \left(\frac{i}{k}\right) \left(\frac{|A|}{k} \int_A \Phi(\xi) d\xi\right)^{k} \times \left(1 - \frac{|A|}{k} \int_A \Phi(\xi) d\xi\right)^{i-k} \quad (2)$$

Hence, unconditioning over $i$:

$$\Pr\{\hat{U}(A) = k\} = \sum_{i=k}^{\infty} \left(\frac{i}{k}\right) \left(\frac{|A|}{k} \int_A \Phi(\xi) d\xi\right)^{k} \times \left(1 - \frac{|A|}{k} \int_A \Phi(\xi) d\xi\right)^{i-k} \times \left(\int_A \Phi(\xi) d\xi - |A|/|A|\right)^{i-k} = \frac{e^{-|A|/|A|}}{k!} \sum_{i=k}^{\infty} \left|\frac{\Phi(\xi)}{|A|}\right|^i = \frac{e^{-|A|/|A|}}{k!} \left|\frac{\Phi(\xi)}{|A|}\right|^k \quad (3)$$

The above thinning procedure can be generalized so as to extract a subset of points $Z \subseteq X$ forming a HPP, in the case in which the intensity of the original inhomogeneous point process is function of some random parameter.

More specifically, let $\Phi(\xi) = \sum_j k(\xi_j, \xi)$ be a SNCP, being $C = \{\xi_j\}_1^M$ the cluster centres distributed according to a HPP of rate $\phi_c$. Let again $\Phi = \inf_{\xi \in O} \Phi(\xi)$. Then a subset $Z$ of nodes forming a HPP of rate $\Phi$ can be obtained from $X$, for any $\Phi \leq \Phi$, by marking, conditionally over $C$, a point in $\xi$ with a (conditional) probability $g(\xi \mid C) = \frac{\Phi}{\sum_j k(\xi_j, \xi)}$. The fact that the set of points $Z$ so obtained is a HPP, can be proved in the same way as before, conditioning over $C$.

Similar arguments can be used to show that a set of points $X = \{X\}_1^N$ forming either a IPP or a SNCP with intensity $\Phi(\xi)$, such that $\Phi = \sup_{\xi \in O} \Phi(\xi)$, can always be completed, by adding some extra points, to a set $W \supseteq X$, being $W$ a HPP with intensity $\Phi > \Phi$. 