
A Queueing Network Model of Short-Lived TCP Flows
with Mixed Wired and Wireless Access Links�

Roberta Fracchia, Michele Garetto, and Renato Lo Cigno��

Dipartimento di Elettronica – Politecnico di Torino
Corso Duca degli Abruzzi, 24 – I-10129 Torino, Italy

{fracchia,garetto,locigno}@mail.tlc.polito.it

Abstract. We present an analytical model, based on a Fixed Point Approxima-
tion (FPA) solution, that can be used to derive the performance of different sets
of TCP connections that share, and compete for, a common resource, typically a
link and its associated buffer. A set of TCP connections is a group of connections
that can be considered homogeneous, e.g., they have similar RTTs and all have a
wireless access. TCP connections are modeled through the OMQN (Open Multi-
class Queueing Network) paradigm. The conditions that define the feasibility of
the solution and allow the convergence of the model are discussed and an applica-
tion example with a RED buffer where wired and wireless connections converge
is presented.

1 Introduction

After the explosion of cellular telephony, wireless and mobile networks are becoming
more and more popular also for data transmission. Specialized network architectures,
like WAP (Wireless Application Protocol) [1,2,3,4] and i-mode [5,6], have been pro-
posed and deployed trying to overcame the inevitable impairments of wireless channels.
These new architectures may finally find a position in the telecommunication market,
but they do not seem able to substitute the traditional TCP/IP architecture for data trans-
mission. The fast diffusion of wireless LANs and the standardization of new ultra-fast
radio interfaces [7,8,9], together with the introduction of 3G cellular systems, is a strong
indication that the use of standard, PC-based terminals running TCP/IP and accessing
the Internet through a wireless connection will be a common scenario in a very short
time.

The interest in the performance of TCP over wireless channels is thus on the rise,
and the issue of how well wireless TCP connections will be able to compete with wired
ones to share networks resources is matter of debate. Several simulation-based studies
on wireless TCP have appeared in recent years [10,11], and some effort was also placed
in trying to model the TCP behavior on wireless channels, capturing the essential feature
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of random losses [12]. TCP in fact can’t discriminate between packets lost due to lossy
links, and those dropped due to congestion in the network.

The aim of this work is the extension of the modeling technique based on OMQN
(Open Multiclass Queueing Network) models of TCP, combined with a Fixed Point
Approximation (FPA) solution, to cover cases when different TCP connections expe-
rience different network conditions before competing for resources on one or more
bottlenecks. One of the most interesting case is the wireless/mobile access, that can sig-
nificantly modify the loss probability perceived by TCP connections, leading to unfair
sharing of resources. Though this phenomenon is not new, to the best of our knowl-
edge there are no other analytical approaches that allows to predict the performance
and unfairness index in this situation.

2 Queuing Networks Models of TCP

Models of TCP in recent literature are numerous, with methods as different as heuristic
analysis with empirical validation as in [13], or sophisticated mathematical abstractions
as in [14]. A quick discussion of different approaches for TCP modeling can be found
in [15] and its repetition here is superflous. We have successfully used queueing models
of end-to-end protocols, TCP being a particular case, in several works [15,16,17,18,19],
so that the basic modeling method we adopt in this work is already extensively de-
scribed, and we only recall here its main features.

An OMQN model is a queueing network model in which all queues areM/G/∞.
The customers of the OMQN represent TCP connections. The state of a TCP connection
(customer) is uniquely identified by a pair(q, c), whereq represents a specific state of
the protocol, described with a queue, andc identifies the number of remaining packets
to be sent before the completion of the connection. An OMQN model is capable of
describing any protocol whose dynamics can be described with a Finite State Machine
(FSM). The use of classes to describe thebacklog of the connection allows modeling
short lived connections, which is indeed one of the main innovative characteristics of
OMQNs. Given the average RTT of connections and the average packet loss probability,
the OMQN model defines the load offered to the IP network by the aggregate of the
connections represented by all the customers currently in the queueing network. New
TCP connections enter the system with rateΛext and exit when reach class 0, i.e.,
they have completed the transmission. The arrival rate, together with the initial class
of customers, that define the amount of information to be transferred, represent the
nominal load of the system.

An OMQN model must be complemented with a suitable description of the network
that TCP connections exploit to transfer packets. The network model must be capable,
given the load, to compute the basic parameters that drive TCP perfomance: the av-
erage loss probability and the average RTT. The overall solution is obtained iterating
the solution of the two sub-models with a Fixed Point Approximation (FPA) technique
(see Fig. 1). When convergence is reached, the OMQN allows the computation of the
throughput and the duration of connections.

Previous works on OMQNs concentrated mainly on the TCP model, somewhat dis-
regarding the underlying IP network. As discussed in Sect. 3, this works concentrates



394 Roberta Fracchia, Michele Garetto, and Renato Lo Cigno

TCP
sub−model

sub−model

1

N

sub−model

Network

λ

λTCP

λ

ΛextN

Λext1

1I

I N

1F(Np,I )

N

1

Np (Network Parameters)

+

NF(Np,I )

Fig. 1. Schematic representation of the Fixed Point Approximation method for the
model decomposition, whenN sets of TCP connections load the network

instead on the interaction of the OMQN models with the network, exploring the possi-
bility of analysing theperformance of TCP connections that experience different net-
work conditions, but still have to compete for resources on a bottleneck. Sect. 4 presents
a simple application of the method where two sets of TCP connections, one with a wired
access and the other with a wireless access, compete for network resources on a RED-
managed buffer. Results are validated againstns-2 [20] based simulations.

We refer the reader to [15,16,17,18,19] for any further detail on the use of queueing
networks in performance evaluation modeling of TCP connections.

3 Merging Different OMQN Models on a Bottleneck

One of the strengths of FPA techniques, is allowing the decomposition of an extremely
complex modeling problem into simpler and partially decoupled sub-models, that in-
teracts only through the iteration procedure. This is a classic application of thedivide
at impera (divide and conquer) principle. For instance the model decomposition allows
using different modeling technique to tackle different tasks in the modeling process.
Indeed, parts of the system could also be simulated or realized with a testbed instead of
being analytically modeled.

Aiming at protocol performance evaluation, the natural problem decomposition is
describing the protocol with one sub-model and the transport network with a different
one. In the TCP/IP case, TCP becomes the protocol under analysis and the IP network,
with everything that goes with it, the information transfer infrastructure. We stress the
fact that the network sub-model is not a model of the IP protocol, but of the way the IP
network reacts to the load offered by the TCP protocol.

An OMQN model allows the description of anhomogeneous set of TCP connec-
tions, i.e., an ensamble of connections that share a similar propagation delay, the same
maximum window size, the same version of the protocol (e.g., Tahoe, NewReno or
SACK), etc. Here we use the OMQN TCP-NewReno model presented in [15].
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Fig. 2. Network topology with a RED (G1) router and wired (Di) and wireless (Wi)
destinations

Let N () be the model of the network andT () be a generic OMQN model of a set
of TCP connections. Given a synthetic workloadλ, a network model returns packet
dropping probabilities, and packet transfer delays, in general some network parameters
Np, while a TCP model returns a synthetic workloadλ givenNp. If TCP connections
loading the network are not homogeneous, thenλ andNp are, in the general case, all
vectors.

The conditions for an FPA approach to converge is that there exist a single combi-
nation ofλ andNp solving the system

{
Np = N (λ)
λi = Ti(Np

i)
(1)

Fig. 1 represents a case where the workloads offered by TCP connection sets to the
network simply sum one another andN i

p are obtained from average values yielded
by the network modelN through a modifying functionF (Np, Ii) that includes some
additional interferenceIi, that does not enter the FPA convergence process. In every
TCP sub-model there are independent external arrivalsΛexti ; i = 1, .., N .

In the following we shall use this general framework to model TCP connections
mixed on the same bottleneck but with etherogeneus access links. Every TCP model is
used to describe the behavior of connections following routes with different character-
istics, represented by the functionsF (Np, Ii).

4 Sample Applications

4.1 Network Topology

Consider a single bottleneck with a generic AQM (Active Queue Management) system,
say RED to focus on a specific case, with TCP connections converging from differ-
ent subnetworks: for instance a wired network through routerR and a wireless LAN
through a base stationBS. Fig. 2 represents this simple, yet interesting scenario. Wired
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connections can loss packets only in the bottleneck, while over the wireless channel
there are further losses.

In these examples we assume the same round-trip-time for wired and wireless paths,
in order to simplify the interpretation of results.

The network sub-model is described by aM (X)/M (X)/1/B queue and represents
an output interface of an IP router with a buffer of capacity B packets. Batch arrivals
and batch services are introduced to model traffic burstiness. This representation was
introduced in [15] for DropTail routers and it is modified here to manage RED AQM.
It receives as input the traffic generated by TCP connections, given by the sum of the
average loads offered by the different TCP sub-models. We suppose that the arrivals
from each model are Poisson processes with rateλi with i = 1, .., N .

To model the clustering of transmissions due to TCP behavior we use batch arrivals.
We assume that batches of packets arrive at the router with distributionG = {gj} where
gj is the probability that the size of a group is equal toj. The load generated by every
model is:

λi =
∑
j=1

jgji i = 1, .., N (2)

wheregji is the dimension of the groups for eachi TCP model. The average loadλ
offered by TCP is the sum of the number of the groups with the same dimension, in
order to keep the traffic burstiness. It results:

λ =
N∑

i=1

λi =
N∑

i=1

∑
j=1

jgji (3)

So we have batch arrivals at the network queue and the probabilitygnj that the size of
a group is equal toj is given by:

gnj =
∑

i

gji (4)

TCP burstiness should be represented with an arrival correlation function within an
RTT, and not simply by bursts arrivals, since packets never arrives at the same instant
at the router buffer. Batch arrivals are a convenient mathematical approximation, that,
however, ends up in a very pessimistic assumption. In order to compensate this pes-
simistic assumption, we use batch services. In [15] and [19] there are further explana-
tions and validation tests for this assumption.

The IP network sub-model estimates the packet loss probability and the average
round-trip-time, comprising queuing delay at the router as well as propagation delays.
These parameters are fed back to the TCP sub-model in an iterative procedure that
is stopped only when convergence is reached. We study the convergence of both loss
probability calculated by the IP sub-model and loads offered to the network. As can be
seen in Fig. 1, the input parameters of TCP sub-models are functions of the results of
the network model (the same for each model) and of the scenario parametersIi with
i = 1, .., N , that may be different for every model. For these reasons if in two following
steps the network parameters are the same,so that convergence is reached, and if the
input scenario parametersIi don’t change, also the loadsλi are the same. So when the
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loss probability converges, also the different loads of the different TCP models reach
the convergence since they are deterministic functions of the network parameters. It’s
important to stress that every analyzed parameter reach the convergence at the same
time even if the whole model is asymmetric: at the entrance of the IP network model
there is a sum of the results of different TCP models while the results of IP sub-model
are the input parameters of each TCP sub-model.

Thanks to the use of different TCP sub-models, we can run the OMQN to calculate
the average loss probability and the completion time of wired as well wireless connec-
tions, even if they are mixed.

4.2 Network and TCP Parameters

In this single-bottleneck topology we use a45 Mb/s link whose length is equal to 5,000
km. We assume one-way TCP connections with uncongested backward path, so that
ACKs are never lost or delayed at queues. The distance of servers from the congested
router is assumed to be uniformly distributed between 200 and 3,800 km, while the
distance of the wired clients on the other side of the link is assumed to be uniformly
distributed between 200 and 2,800 km. The wireless clients distance from BS is negli-
gible. Connections are established choosing at random a server-client pair, and are gen-
erated following a Poisson process. The packet size is constant, equal to 1,000 bytes;
the maximum window size is 32 packets. The TCP tic is equal to 500 ms. The buffer
of theM (X)/M (X)/1/B queue is a RED buffer to avoid global synchronization and
biases against bursty traffic. The size of the buffer is 128 packets, we use the ‘gentle’
algorithm with a minimum threshold of 10 packets, a maximum threshold of 50 packets
and a queue weightwq = 10−5.

4.3 Bernoulli Loss Process

In this case, the loss probabilityPLW of the wireless link is considered Bernoulli. The
average loss probability for wireless connections is:

PW = 1 − (1 − PL)(1 − PLW ) = PL + PLW − PLPLW (5)

wherePL is the loss probability estimated by the network model and due to the bot-
tleneck. In other words the further interferenceIi for wireless connections consists of
an additional packet loss probability only, and the functionF () has the form expressed
in (5). We show the behavior of the protocol for different rates of wireless links and
for different number of wireless connections. The random loss probability on wireless
channels isPR = 10−2.

Numerical Results Performance figures are plotted versus the total normalized nom-
inal load (link utilization that would result without any retransmissions), for transfers
of 100 segments objects. Results are validated against point estimates and 95% confi-
dence intervals obtained withns − 2 simulations [20] with a confidence level of 90%.
Figs. 3 and 4 show the loss probability and the average completion time of both wired
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Fig. 3. Loss probability; Bernoulliwireless link: 45 Mbit/s,PR = 10−2

and wireless connections when the rate of wireless link is 45 Mbit/s, like in the recently
standardized 802.1q VLAN (Virtual Local Area Network). Upper plots refer to a case
when wireless clients are 10% of the total number while in bottom plots they are 50%.
The model give accurate results differentiating wireless and wired connections, follow-
ing closely values obtained withns-2 simulations. Fig. 5 and Fig. 6 presents the same
figures when the rate of wireless links is 11 Mbit/s, like in standard 802.11b LANs.

We notice incidentally that RED AQM is not able to enforce any degree of fairness
between wired and wireless connections. RED droppings should be proportional to the
route of the TCP flows, thus balancing the performance among connections. With finite
flows, however, the number of packets to be transferred remains constant and RED is
not able to differentiate between wireless, low throughput users, and wired ones, that
have a throughput 40-50% higher. This result may sound obvious; however it was never
stressed in RED literature and the OMQN/FPA modeling approach offer a theoretical
explanation of the phenomenon. In fact it is easy to demonstrate through it that a well-
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Fig. 4. Average Completion time; Bernoulli wireless link: 45 Mbit/s,PR = 10−2

tuned RED buffer (i.e., one where forced losses never occur) introduces losses that are
uncorrelated, hence introducing a Bernoulliloss process. This imply dropping on aver-
age an equal number of packets from any connections with the same length, regardless
of the actual throughput. Flow lengths of 20, 50 and 200 packets yield similar results,
not reported to avoid cluttering the figures.

4.4 Two State Gilbert Wireless Channel

Over many real channels the errors occur in bursts, separated by fairly long error free
gaps. To represent this situation, we use the Gilbert channel model: a binary channel
described by a two state Markov chain. As shown in Fig.7, we model it with a Contin-
uous Time Markov Chain (CTMC), in which in the Good State (G) errors occur with
probabilityPG, while in the Bad State (B) they occur with higher probabilityPB. The
transition matrixQ is:
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Fig. 5. Loss probability; Bernoulliwireless link: 11Mbit/s,PR = 10−2

Q =
[
−α α
β −β

]

whereα is the rate of transition fromG to B, while β from B to G. The probabili-

ties of being in Good and Bad States are:πG =
α

α + β
πB =

β

α + β
The

sojourn times for statesB andG are exponentially distribuited with means:E{τG} =
1
α

E{τB} =
1
β

We considerPG = 0.01 andPB = 0.1 and different proba-

bilities of being in Good or Bad.
Referring to Fig. 1, a Gilbert channel requires the use of three different TCP mod-

els: one for wired connections, one for wireless connections in the bad state and one
for the good state. The average loss probabilityPWG for flows being in Good or Bad
channel state are computeed using (5). Hence, the average loss probability for wireless
connections isPW = PWGπG − PWB πB
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Fig. 6. Average Completion time; Bernoulli wireless link: 11Mbit/s,PR = 10−2
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Fig. 7. Gilbert Model

Fig. 9 and Fig. 8 show the loss probability and the average completion time of both
wired and wireless connections, 100 packets long, when the rate of wireless link is 11
Mbit/s and mobile clients are 50% of the total number. We consider two different cases:
in the first, the probability of being in B isπB = 0.01, in the second it isπB = 0.1. Also
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in this more complex case, results provided by the model match closely the simulation
points.
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5 Conclusions and Future Work

This paper has presented a method to derivethe performance of different sets of TCP
connections when are competing for a common resource in the Internet. Aset of TCP
connections is defined as an ensamble of connections that share common characteris-
tics, such as the average RTT, the maximum window size, etc. and each set of connec-
tions can be modeled through an independent OMQN model. Workloads offered to the
network by different connections are summed together to obtain the performance of the
IP network.

We have shown an application of the method with connections that compete for
a RED buffer. Different OMQN models represent sets of connections that either ac-
cess the network through a lossy, wireless link or through a traditional, reliable wired
network. Results were validated againstns-2 simulations, showing that the method is
viable and yield accurate results. Results show that, as expected, wireless connections
are heavily penalized at any load of the bottleneck. Simple AQM disciplines like RED,
do not seem able to provide any protection against this penalization.
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